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Previous Research
Mobile Emergency Triage (2002-2005)
Dr. Wojtek Michalowski, Telfer School of Management; Faculty of Medicine, University of Ottawa

Sz. Wilk, W. Michalowski, K. Farion, and M. Kersten, “Interaction Design for Mobile Clinical Decision Support Systems: the MET System 
Solutions.”, Foundations of Computing and Decision Sciences, 32(1):47–62, 2007.

W. Michalowski, M. Kersten, S. Wilk, and R. Slowinksi, “Designing man-machine interactions for mobile clinical systems: MET triage 
support using palm handhelds.” European Journal of Operational Research, 177(3):1409–1417, March 2007.



Previous Research

Stereoscopic Volume Rendering of Medical Images (Master’s Thesis, 2005)
Dr. Randy Ellis & Dr. James Stewart, School of Computing, Queen’s Univeristy

M. Kersten, J. Stewart, N. Troje, and R. Ellis, “Depth Perception in Translucent Volumes”. IEEE Transactions on Visualization and Computer 
Graphics, 12(6):1117–1123, September/October, 2006.

J. Inoue, M. Kersten, B. Ma, J. Stewart, J. Rudan and R. Ellis, “Fast assessment of acetabular coverage using stereoscopic volume 
rendering.” Medicine Meets Virtual Reality (MMVR), January 2006.



Previous Research
Angiography to CT/MRI Registration (2006-2007)
Dr. Dirk Bartz, GRIS, Univeristy of Tübingen, Germany

M. Kersten, J. Hoffmann, D. Freudenstein, M. Tatagiba, U. Ernemann, D. Bartz. “Registration of 3D rotational angiography to CT (or MR) 
angiography.” Proceedings of the Deutschen Gesellshaft für Computer- und Roboterassisierte Chirugie (CURAC), Hannover, 
Oct. 12 −14, 2007. 



Current Research
Visualization of Angiography Data
Dr. Louis Collins, BIC, McGill University

(a) No depth Cues (b) Fog/Simulated Aerial Perspective (c) Edge Enhancement

(d) Edge and Fog (e) Chromadepth (f) Wobble Stereo







Augmented Reality

Jannin, P., Fleig, O. J., Seigneuret, E., Grova, C., Morandi, X., and 
Scarabin, J. M.  A data fusion environment for multimodal and 
multi-informational neuronavigation. Computer aided surgery 
2000;5(1):1-10.

Microscope-Assisted Guided Interventions (MAGI)—Augmented Reality in the Op-
erating Theatre

P. J. Edwards, A. P. King, D. L. G. Hill, D. Hawkes

UMDS

Guys Hospital, London http://www-ipg.umds.ac.uk/magi

philip.edwards@kcl.ac.uk

Since the advent of pre-operative imaging modalities such as magnetic resonance (MR) and computed

tomography (CT) surgeons have had a wealth of 3D information about patient anatomy and pathology at

their disposal. However, current techniques used to visualise this information are somewhat limited. The

Microscope-Assisted Guided Interventions system (MAGI) aims to provide an augmented reality (AR) dis-

play in the stereo eye-pieces of a surgical microscope to enable surgeons to perceive hidden structures derived

from pre-operative images in their correct 3D position. To achieve this, two image injectors are attached to

a standard surgical microscope. The two eye-pieces of the microscope are calibrated individually prior to

surgery, and infra-red LEDs attached to the patient and microscope so that they can be tracked during surgery.

Image-to-physical registration is performed by attaching imaging markers to the patient prior to scanning, and

replacing these with physical localisation caps at surgery which can be localised using a tracked pointer.

There are particular issues involved in developing an AR system for surgical navigation. Since the mi-

croscope is moved relatively infrequently during surgery the latency of the system is not a problem. Of much

greater importance is the accuracy of the overlaid structures with respect to their real equivalents. Surgeons

will typically use the system to avoid critical structures such as arteries or nerves, so a misalignment of even a

millimetre could have disastrous effects. For this reason accuracy has been a prime concern in developing the

MAGI system. A numerical simulation was produced which enabled the effect of different marker and LED

configurations to be analysed. The overlay accuracy of the system is now less than 1mm. Achieving good 3D

perception of virtual structures beneath a physical surface in the magnified view of the surgical microscope

has proved to be problematic, and the display paradigm of the virtual structures has been optimised to make

this possible. Figure 1 shows an image acquired during a recent clinical evaluation of the MAGI system, in

which an accurate overlay of a partially visible tumour is given. The surgeon is able to use the AR display to

navigate towards the surgical target. Texture mapping on the virtual tumour is used to help 3D perception.

In summary, MAGI is a working example of an AR system in a domain which raises particular issues for

AR. These issues have been addressed during the development of the system, and the results of this work will

be of interest to other researchers in the AR field.

a) b)

Figure 1: Augmented reality in the operating microscope - a) The MAGI system in the operating theatre and

b) an overlay of the lesion. The inserted tool points to the internal auditory meatus (IAM), which aligns well

with the section of the tumour that protrudes into the IAM.
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Enhance the real view of the surgeon with preoperatively acquired data from 
multiple modalities. 

Preoperative information displayed within the operative field of view:  
• On the oculars of the microscope
• Using head-mounted display
• Onto the patient (half silvered-mirror, projection) 
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Fig. 4. Configuration of original proto-
type Image Overlay system.

Fig. 5. The new Image Overlay proto-
type in a pelvic screw fixation simula-
tion.

The mirror is currently glass, but will be replaced by Lexan to prevent breakage
if hit by a tool handle (the illusion of the virtual image is good enough that you
quickly forget that the mirror is there!).

4 Applications

There are many potential medical applications of the Image Overlay techno-
logy. We are focusing on two specific areas, intraoperative guidance and surgical
education.

4.1 Intraoperative Guidance

The first clinical application is assisting the surgeon in the proper positioning
of the acetabular and femoral prosthetic implant components during a total hip
replacement surgery. The Image Overlay system is used in conjunction with the
Hipnav system [11], which we are currently using in a pre-clinical trial with a
simpler guidance feedback technique. In the Hipnav system the proper locations
and orientations of the implant components are determined preoperatively from
kinematic and biomechanical simulations based on CT data. During the surgery
an Optotrak system is used to track the patient and the surgical tools. A digiti-
zing probe is used to collect points on the pelvis, and these points are matched
to the CT data to determine the correct registration transformation. Once the
registration is known the Hipnav system can guide the surgeon to properly place
the tools, and thus the implants. Currently, the Hipnav system uses a conven-
tional two-dimensional computer display, mounted on the OR wall, to provide

Blackwell, M., Nikou, C., DiGioia, A., Kanade, T.: An Image Overlay 
system for medical visualization. Transactions
on Medical Image Analysis, 2000; 4: 67–72



Augmented Virtuality

(a) Augmented Reality (b) Augmented Virtuality

Paul, P,. Fleig. O., and Jannin, P.  Augmented virtuality based on stereoscopic reconstruction in multimodal image-guided neurosurgery: methods and performance evaluation. IEEE 
Transactions on Medical Imaging. 2005;24(11):1500-11. 

Augment the “virtual world”, i.e., the 3D multi-modal preoperative datasets, with 
intraoperative views from microscope/camera. 



Proposed Research: Motivation
Augmented Reality/Virtuality for Multi-modal Image-

Guided Neurosurgery
• Want to overcome the surgeons limited visual perception, restricted view of 

the region of intervention

• Little research on which methods and techniques are best and how they should 
be incorporated into the surgical workflow

• Not enough evaluation of current systems from a workflow/human factors/
interface perspective

• Need for evaluation of different visualization methods (e.g. Can we get similar 
perceptual results using other perspective cues than stereo?)



Proposed Research

Augmented Reality/Virtuality for Multi-modal Image-
Guided Neurosurgery

• Implementation and evaluation of an augmented reality and augmented virtuality 
protocol for intraoperative guidance of neurosurgeries

• Evaluation of non-photorealistic rendering (NPR) techniques for Intraoperative 
Guidance Systems (IGSs)

• Incorporation of psychophysical knowledge (e.g. perception) to drive 
visualization

• Incorporation of intraoperative (i.e. ultrasound) data into visualizations

• How to best overlay preoperative images into the surgical field of view without 
disrupting work flow and comprehension of the real world

• Evaluation of these different methods 



Courses Taken
McGill: 

• PHGY 314 – Integrative Neuroscience

• BMDE 650 – Advanced Medical Imaging

• COMP 764 – Computer Graphics & Animation

• ECSE 626 – Statistical Computer Vision

• ECSE 618 – Haptics

• ECSE 683 – Topics in Vision and Robotics (Audited)

Queen’s:
• CISC 850 – Topics in Computer Application & Algorithms

• CISC 857 – Image Processing

• CISC 868 – Computational Geometry

• CISC 874 – Foundations of Neural Networks

• CISC 875 – Bioinformatics (Audited)


